
Introduction
Numerical models that account for the effects of fluid

density on ground water flow are being used more fre-
quently to address scientific, engineering, and water
resource management problems (Voss and Wood 1993;
Voss 1999; Voss and Andersson 1993; Simmons et al.
1999; Simmons et al. 2002; Shoemaker and Edwards 2003;
Langevin 2001). Also being used more frequently are
inverse modeling routines based on nonlinear regression
methods documented by Hill (1992, 1998), Hill et al.
(2000), Poeter and Hill (1998), and Doherty (1990, 2002).

However, there has been little application of inverse mod-
eling sensitivity methods to density-dependent ground
water flow simulators because of limitations in computing
power and the unique technical skills individuals must
learn. As computing power increases and expertise grows,
modeling studies will likely use both inverse methods and
density-dependent ground water flow simulations to solve
complicated water resource or ground water contamination
problems. Both technologies contain powerful capabilities
that can help modelers better understand complex flow sys-
tems and make better use of available data.

A practical problem that could benefit from the com-
bined use of these methods is salt water intrusion. Salt water
intrusion is important because (1) ~70% of the earth’s pop-
ulation lives near a coast, and (2) ~95% of the earth’s water
lies in the oceans and seas at high levels of salinity (Freeze
and Cherry 1979). To study salt water intrusion, density-
dependent ground water flow dynamics are needed to simu-
late flow in the transition zone between fresh water and salt
water. Nonlinear regression methods for calibrating and
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evaluating models offer many advantages over trial and
error methods (Hill 1998). For example, in the context of
salt water intrusion models, these methods can be used to (1)
estimate flow and transport parameter values that provide
the best fit to simulated heads, flows, and salinity to their
observed equivalents; (2) calculate sensitivity measures for
determining the flow and transport parameters most impor-
tant to reproducing salt water intrusion observations and for
assessing whether the observations are sufficient to estimate
parameters of interest; and (3) compute measures of param-
eter and predictive uncertainty.

The work in this paper is partly motivated by a recent
salt water intrusion investigation in which inverse model-
ing methods were applied to a density-dependent ground
water flow simulation. In this study, the U.S. Geological
Survey (USGS), in cooperation with the South Florida
Water Management District (SFWMD), examined the
physics of salt water intrusion in southwestern Florida
(Shoemaker and Edwards 2003). During this study, the uni-
versal inverse modeling routine UCODE (Poeter and Hill
1998) was applied to the flow model to accomplish the fol-
lowing. (1) Identify flow and transport parameters repre-
senting aquifer properties and boundary conditions that
could not be estimated accurately and uniquely with the
available observations. (2) Determine parameter values that
produced the best fit between observations and their simu-
lated equivalents. (3) Quantify uncertainty in parameter
estimates through linear confidence intervals. In addition,
prediction-scaled sensitivities (Hill 1998) suggested that
the extent of salt water intrusion, as reflected by salinity
predictions, was most affected by recharge, followed in
order of declining importance by ground water pumpage,
sea level, and the salinity of the Gulf of Mexico. This
insight was more quickly and clearly obtained than would
have been possible using traditional calibration and sensi-
tivity methods.

The initial success of the combined use of inverse
modeling sensitivity methods with a density-dependent
ground water flow simulator was encouraging, but moti-
vated further investigation. For example, the SFWMD/
USGS cooperative project did not directly consider poten-
tial extreme correlations between flow and transport
parameters given observations typically available for cali-
bration of salt water intrusion models. Parameter correla-
tion is measured using correlation coefficients calculated as
the covariance between two parameters divided by the
product of their standard deviations (Hill 1998). Parameter
correlation coefficients with values of +1.00 or –1.00 indi-
cate parameter values that are extremely correlated and
generally cannot be estimated uniquely with the observa-
tions involved; values < ~0.95 indicate that unique esti-
mates can likely be obtained.

The purpose of this paper is to investigate what insight
and understanding of salt water intrusion calibration prob-
lems can be attained by combined use of the sensitivity
analysis methods suggested by Hill (1998) with a density-
dependent ground water flow simulator, and what numerical
difficulties are to be expected. This is accomplished using
results from five simulations based on a simple two-dimen-
sional, cross sectional model (Langevin 2001) that repre-
sents coastal ground water flow within the transition zone

between fresh water and salt water. The five simulations dif-
fer in the number and type of observations used to compute
sensitivities and correlation coefficients. The simple model
and approach also demonstrate (1) some challenges of
attempting to calibrate a density-dependent ground water
flow model with various types of observations, (2) the rela-
tive importance of some flow and transport parameters in
simulating the types of quantities commonly observed in
coastal aquifer systems, and (3) observation types and loca-
tions within the transition zone between fresh water and salt
water that provide the most information for estimating
important flow and transport parameters. Though a simple
model is used for the analysis, results are expected to be
applicable to more complex situations because the simple
model captures the basic dynamics.

Methods
Two modeling codes were selected for this study.

SEAWAT–2000 (Langevin et al. 2003) was chosen as the
density-dependent ground water flow simulator and
UCODE (Poeter and Hill 1998) was chosen as the inverse
modeling routine.

SEAWAT–2000 is a new version of the SEAWAT
program (Guo and Bennett 1998; Guo and Langevin 2002)
that combines MODFLOW–2000 (Harbaugh et al. 2000;
Hill et al. 2000) and MT3Dms (Zheng and Wang 1999) to
solve the coupled ground water flow and solute transport
equations. SEAWAT–2000 contains considerably more
functionality than the prior release of the code. This code
was chosen primarily because it compares well with other
density-dependent flow models in terms of accuracy and
execution time. In fact, new solvers for the flow equation
(Harbaugh et al. 2000; Mehl and Hill 2001) that may
reduce model execution times are available. In addition, the
model selected for experimentation in this paper (Langevin
2001) was built and run with a prior version of SEAWAT
(Guo and Bennett 1998). As such, little reformatting of
model input datasets was necessary.

The UCODE inverse modeling routine was used in this
study to compute sensitivities and parameter correlation
coefficients. MODFLOW–2000 (Hill et al. 2000) capabili-
ties were not used because they do not support the transport
parameters and salinity observations being considered. This
was a disadvantage because the sensitivities computed by
MODFLOW–2000, which uses the sensitivity-equation
method, are more accurate than those computed by
UCODE, which uses a perturbation approach. The pertur-
bation sensitivities are expected to be sufficiently accurate
to produce robust scaled sensitivity measures for evaluating
observation and parameter importance. However, Hill and
Østerby (2003) show that the less accurate perturbation
sensitivities can affect the utility of the correlation coeffi-
cients. In particular, values that should be near +1.00 or –
1.00 may be smaller in absolute value, so that extreme para-
meter correlation may not be detected when actually pre-
sent. Extreme correlation means coordinated linear changes
in parameter values would produce the same simulated
results at observation locations (Poeter and Hill 1997). In
this situation, estimating unique values of extremely corre-
lated parameters using nonlinear regression will likely be
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problematic. Thus, in this work, parameter correlation coef-
ficients that are smaller than +1.00 in absolute value may
reflect a lack of correlation, or may reflect the inaccuracies
in the perturbation sensitivities. Absolute values that round
to +1.00, however, clearly indicate extreme parameter cor-
relation.

Because calculating and interpreting sensitivities and
correlation coefficients are an important part of this paper,
the equations that compute these quantities (Hill 1998;
Poeter and Hill 1998) are presented here. Dimensionless-
scaled sensitivities (ssij) are computed as

(1)

where yi� is the simulated value associated with the ith
observation; bj is the jth estimated parameter; (�yi�/�bj) is
the sensitivity of the simulated value associated with the ith
observation with respect to the jth parameter, and is evalu-
ated at the set of parameter values in b– is a vector that con-
tains parameter values for which the sensitivities are
evaluated; and �i is the weight of the ith observation.

Dimensionless-scaled sensitivities are used to deter-
mine observation types and locations likely to be most
effective for estimating a given parameter value. Compos-
ite-scaled sensitivities (cssj) are computed as

(2)

where ND is the number of observations. Composite-scaled
sensitivities are used to determine the relative importance
of various flow and transport parameters for reproducing
observed values, and as a measure of the amount of infor-
mation provided by the set of observations for estimating a
parameter value. Correlation coefficients, cor(i, j), are cal-
culated as

(3)

where cov(i, j) is the covariance between parameter i and j;
var(i) is the variance of parameter i; and var(j) is the vari-
ance of parameter j.

Correlation coefficients are used to identify parameters
that are extremely correlated given the observations used in
experimental simulations.

Experimental Density-Dependent Model and Observations
The model used in this study was designed to simulate

local submarine ground water discharge to Biscayne Bay in
southwestern Florida, and is described in detail by
Langevin (2001). The model has one row, 149 columns,
and 33 layers (Figure 1). Boundary conditions were
assigned to the model domain (Figure 1, Table 1) based on
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general knowledge, field data, and results from some
regional ground water models. Boundary conditions
include a constant flux of ground water to each cell in col-
umn 1 (Q/m) representing the general flow of ground water
toward the coast that originates from recharge on inland
areas not represented by the model grid. The constant-flux
was computed using hydraulic conductivities and hydraulic
gradients similar to those observed in the Biscayne Aquifer
(Merritt 1996; Sonenshein and Koszalka 1996). Net
recharge (rch) is applied to the inland portion of layer 1. In
the context of this model, net rch is the amount of rainfall
that exceeds evapotranspiration and runoff and reaches the
water table. Net rch was assigned a reasonable value of 38
cm/yr based on studies of rainfall, evapotranspiration, and
runoff in a coastal area (Parker et al. 1955; Merritt 1996;
German 2000). A no-flow boundary exists along the base
of model layer 33 representing a less permeable clastic con-
fining or semiconfining unit that underlies more permeable
limestone. This type of hydrostratigraphic sequence is
common in coastal environments due to changes in sea
level. Constant-head and constant-salinity boundaries are
used to represent an ocean body. The constant-head and
constant-salinity boundaries were assigned values roughly
equal to sea level (0 m), and the salinity of sea water (35
kg/m3), respectively.

Aquifer permeability and transport properties (Table 1)
also were assigned to the cross sectional model based on
general knowledge, field data, and prior calibration results.
These aquifer properties were initially assigned using results
from previous studies (Fish and Stewart 1991; Merritt 1996)
and were adjusted by Langevin (2001) while calibrating to
match hydraulic head and salinity observations. These prop-
erties include longitudinal dispersivity, transverse vertical
dispersivity, effective porosity, and horizontal and vertical
hydraulic conductivity. Diffusion was assumed to be negli-
gible. The model has one stress period, and initial conditions
of head and salinity were used to compute a steady-state dis-
tribution of hydraulic head, flow, and salinity within the
model domain (Figure 2).

An important modification to the model documented in
Langevin (2001) was made for the purposes of this study.
During preliminary simulations, the implicit finite differ-
ence transport solver (GCG) in MT3Dms produced slightly
inaccurate solutions due to the time length of transport steps.
This time length is computed internally by the program
using various stability criteria. The small inaccuracies in the
transport solution resulted in large inaccuracies in perturba-
tion sensitivities calculated for horizontal and vertical
hydraulic conductivity. Setting the time length of transport
steps to 0.5 the value computed by MT3Dms resulted in
more accurate transport solutions and perturbation sensitiv-
ities. This was confirmed using the highly accurate, mass
conservative total-variation-diminishing (TVD) scheme in
MT3Dms. With this change in time step length, transport
solutions and sensitivities calculated using the GCG solver
were essentially the same as those calculated using the TVD
scheme. The GCG solver produced results twice as quickly
as the TVD solver and therefore was used for the experi-
mental simulations described hereafter.

Hydraulic head, salinity, and flow observations were
generated using the final steady-state results from the cross
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sectional model (Table 2). Measurement error that would
likely occur in the field was added to these observations.
The measurement error is necessary to calculate the obser-
vation weights, which, in turn, are used to calculate the
scaled sensitivities and correlation coefficients (weights are
used in the calculation of the variance and covariance terms
in Equation 3) (Hill 1998). In this study, weights are calcu-
lated as the inverse of the variance of likely measurement
error. This variance can be computed from the standard
deviation or coefficient of variation of measurement error.

For the 23 hydraulic head observations, measurement
error was assumed to be normally distributed with a mean of
zero (Hill 1992; Cooley 1997) and a standard deviation of
~0.003 m. This standard deviation was based on standard
error estimates for water levels measured in wells by the
USGS in southern Florida (Prinos et al. 1996). For the 23
salinity observations, measurement error was assumed to be

normally distributed with a mean of zero and a standard
deviation of ~0.1 kg/m3. Salinities range from ~3 to 35
kg/m3, and for this range using a 0.1 kg/m3 standard devia-
tion was thought to be appropriate based on discussions with
USGS water quality personnel. For the five flow observa-
tions, measurement error was assumed to be normally dis-
tributed with a mean of zero and a coefficient of variation of
30%. These observations are likely to be obtained by seep-
age meters, which are known to produce relatively large
measurement errors (Shinn et al. 2002). Measurement error
was randomly sampled from these distributions and added
to the simulated results to create the values used as observa-
tions in this work (Table 2). For all of the observations used,
the errors imposed may be lower than normally expected in
field situations in which many types of errors can occur.
Their value relative to one another, however, is thought to
be representative of field problems, so that the results of the
sensitivity analysis conducted in this work should be applic-
able to most field studies.

The five experimental simulations differed only by the
observations used by UCODE to compute correlation coef-
ficients, dimensionless-scaled sensitivities, and composite-
scaled sensitivities. The observation sets included 23
hydraulic heads (simulation 1), 23 salinities (simulation 2),
23 hydraulic heads and 23 salinities (simulation 3), 23
hydraulic heads and five flows (simulation 4), and 23
hydraulic heads, 23 salinities, and five flows (simulation 5).
All of the observations were located within the transition
zone (Figure 3) because this region of the flow system has
proven to be particularly difficult to understand based on
previous studies (Konikow and Reilly 1999).

Execution time is often a problem when considering
density-dependent, ground water flow and transport simu-
lations. A single forward run of this simple model required
~30 min of execution time on a personal computer, with a
Pentium II 550 MHz processor and 384 MB RAM. To
solve for sensitivities took ~1 h for each defined parameter.

W.B. Shoemaker GROUND WATER 42, no. 6: 829–840832

Figure 1. Cross section showing model grid and boundary conditions.

Table 1
Parameter Values and Boundary Stresses

Assigned to the Model Domain

Parameter/
Stress Value (Units)

Q/ma 15 (m/d)
dspb dsp = α L = 10: α T = α L/10 (both in m)
porc 0.2 (dimensionless)
Khd 1000 (m/d)
Kve 100 (m/d)
rchf 38 (cm/day)

a(Q/m) is regional ground water flow.
b(dps) is dispersivity.
c(por) is effective porosity.
d(Kh) is horizontal conductivity.
e(Kv) is vertical hydraulic conductivity.
f(rch) is recharge.



Thus, ~6 h of execution time was necessary for the param-
eters considered in this paper. To attain this execution time,
the longitudinal and vertical components of dispersivity
were grouped together by setting the vertical dispersivity
equal to 0.1 of the longitudinal dispersivity (Table 1).

Souza and Voss (1987, 1989), Voss and Souza (1998),
and Langevin (2001) indicate that simulated hydraulic
heads, salinities, and flow are more sensitive to transverse
dispersivities (in either the vertical or horizontal directions)
than to longitudinal dispersivities because ground water
flows mostly parallel to lines of equal solute concentration
in the transition zone. The latter makes the density-depen-
dent flow model insensitive to longitudinal dispersivities,
but highly sensitive to transverse dispersivities. Addition-
ally, although sea level can be very important for reproduc-
ing head, salinity, and flow observations in the transition
zone between fresh water and salt water, this parameter is
not included. Sea level is typically less uncertain than the
other parameters considered in this study (Table 1). For
example, sea level and tides are generally well known rela-
tive to aquifer properties, recharge, and ground water flow.
Composite and dimensionless-scaled sensitivities and cor-
relation coefficients were computed for each experimental
simulation for the six parameters listed in Table 1. The sen-
sitivities were calculated by perturbing the parameter value
by 1% of its value.

Results and Discussion

Composite-Scaled Sensitivities
Composite-scaled sensitivities for the five experimental

simulations are shown in Figure 4. This figure shows that
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Figure 2. Cross section of steady-state hydraulic heads and salinity in the model domain.

Figure 3. Cross section of observation types and locations in
relation to the transition zone between fresh water and salt
water.
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Table 2
Observation Types, Locations, Values, and Estimated Measurement Error

Model Error Observed
Name Type Units Output Sample Values

F1 Flow m3/d –136500 –40967 –177467
F2 Flow m3/d 1470 –401 –1871
F3 Flow m3/d 61780 18595 80375
F4 Flow m3/d 86600 26033 112633
F5 Flow m3/d 84920 25518 110438
ob1.1 Head m 0.3102 –0.0009 0.3093
ob1.2 Head m 0.3283 –0.0004 0.3279
ob1.3 Head m 0.4446 0.0035 0.4481
ob2.1 Head m 0.2786 –0.0006 0.2780
ob2.2 Head m 0.3073 0.0045 0.3118
ob3.1 Head m 0.2195 0.0028 0.2223
ob3.2 Head m 0.2431 0.0081 0.2512
ob3.3 Head m 0.3727 0.0012 0.3739
ob4.1 Head m 0.1297 0.0014 0.1283
ob4.2 Head m 0.1495 –0.0037 0.1458
ob4.3 Head m 0.3242 –0.0005 0.3237
ob5.1 Head m 0.0737 0.0004 0.0741
ob5.2 Head m 0.1680 –0.0009 0.1670
ob5.3 Head m 0.3123 0.0037 0.3160
ob6.1 Head m 0.0065 0.0007 0.0073
ob6.2 Head m 0.0464 0.0006 0.0469
ob6.3 Head m 0.2636 –0.0004 0.2632
ob7.1 Head n –0.0223 0.0035 –0.0188
ob7.2 Head m 0.1312 –0.0006 0.1306
ob7.3 Head m 0.2290 0.0045 0.2335
ob8.1 Head m –0.0402 0.0028 –0.0374
ob8.2 Head m 0.0561 0.0081 0.0643
ob1.1 Salinity kg/m3 11.05 –0.01 11.03
ob1.2 Salinity kg/m3 10.26 0.10 10.36
ob1.3 Salinity kg/m3 3.22 0.21 3.44
ob2.1 Salinity kg/m3 12.64 –0.05 12.59
ob2.2 Salinity kg/m3 11.40 –0.06 11.38
ob3.1 Salinity kg/m3 15.82 0.05 15.88
ob3.2 Salinity kg/m3 14.78 –0.25 14.53
ob3.2 Salinity kg/m3 7.17 0.04 7.21
ob4.1 Salinity kg/m3 20.95 –0.06 20.89
ob4.2 Salinity kg/m3 19.97 –0.21 19.77
ob4.3 Salinity kg/m3 9.48 0.03 9.51
ob5.1 Salinity kg/m3 24.41 –0.21 24.20
ob5.2 Salinity kg/m3 19.21 –0.07 19.15
ob5.3 Salinity kg/m3 9.18 0.07 9.24
ob6.1 Salinity kg/m3 28.96 0.06 290.03
ob6.2 Salinity kg/m3 26.89 0.03 26.92
ob6.3 Salinity kg/m3 10.76 0.16 10.92
ob7.1 Salinity kg/m3 31.32 0.10 31.42
ob7.2 Salinity kg/m3 21.13 0.11 21.25
ob7.3 Salinity kg/m3 11.48 0.24 11.71
ob8.1 Salinity kg/m3 33.49 –0.15 33.33
ob8.2 Salinity kg/m3 26.91 0.08 26.99
ob8.3 Salinity kg/m3 14.24 –0.03 14.21



the hydraulic head observations alone provide little infor-
mation about any of the model parameters. When salinity
observations are included (experimental simulations 2 and
3), a consistent pattern is evident. Dispersivity is most
important, followed by regional ground water flow, hori-
zontal hydraulic conductivity, recharge, vertical hydraulic
conductivity, and effective porosity. Vertical hydraulic con-
ductivity becomes the most important parameter in experi-
mental simulations 4 and 5, which use flow observations.
This means the flow observations provide substantial infor-
mation about vertical hydraulic conductivity.

Dispersivity is clearly a very important parameter in
this study, being either the most sensitive or second most
sensitive when flow observations are used in the analysis.
The importance of dispersivity to the different type of
observations is discussed next using dimensionless-scaled
sensitivities.

Dimensionless-Scaled Sensitivities
Dimensionless-scaled sensitivities for dispersivity are

plotted in Figure 5. Two aspects of these results are discussed
in the following sections—(1) the implications of a positive
or negative dimensionless-scaled sensitivity value, and (2)
observation locations and types likely to be most effective
for estimating dispersivity.

Sign Implications of Dimensionless-Scaled Sensitivities
Dimensionless-scaled sensitivities of hydraulic head

observations to dispersivity are all positive (Figure 5),
meaning that increasing dispersivity increases heads and
decreasing dispersivity decreases heads. This reflects the
underlying physics. Increasing dispersivity increases the
process of salt water mixing with fresh water. This causes
the salt water to become less dense and to rise toward the
sea, and causes the transition zone to be more vertically ori-
ented and to have a somewhat broader top and a much less
pronounced “toe” (Figure 6a). The latter allows more fresh
water from recharge to move seaward, resulting in higher
hydraulic heads in the vicinity of observation locations.
Decreasing dispersivity decreases the mixing process,
which produces a much more pronounced salt water toe
and allows less fresh water from recharge to move seaward
(Figure 6b), resulting in lower hydraulic heads in the vicin-
ity of observation locations.

Dimensionless-scaled sensitivities of salinity observa-
tions to dispersivity are negative in most of the transition
zone and are positive only at the top of the seaward part of
the zone (Figure 5). This means increasing dispersivity
decreases salinity in most of the transition zone and
increases salinity at the top of the transition zone. Con-
versely, decreasing dispersivity increases salinity in most
of the transition zone and decreases salinity at the top of the
transition zone. These changes in salinity are explained by
the flow system responses to the changes in dispersivity as
shown in Figure 6 and described in the prior paragraph.

Dimensionless-scaled sensitivities of flow observa-
tions to dispersivity are mostly negative (Figure 5). An
exception is flow observation F5, which has a positive sen-
sitivity. Table 3 was designed to help explain the sign
implications of these dimensionless-scaled sensitivities.
For clarity, only the implications and results of increasing
dispersivity are discussed in this paragraph. When the
dimensionless-scaled sensitivity is negative and ground
water is discharging to the sea (flow observations F1 and
F2), increasing dispersivity increases the amount of ground
water discharge. When the dimensionless-scaled sensitivity
is negative and sea water is flowing into the aquifer (flow
observations F3 and F4), increasing dispersivity decreases
the amount of sea water inflow. When the sensitivity is pos-
itive and sea water is flowing into the aquifer (flow obser-
vation F5), increasing dispersivity increases in the amount
of sea water inflow.

Effective Observation Locations for Estimating Dispersivity
Dimensionless-scaled sensitivity of hydraulic head

observations to dispersivity range from 0.01 in the top third
of the transition zone to 0.52 toward the toe of the transi-
tion zone (Figure 5). This result indicates that hydraulic
head observations located toward the toe of the transition
zone provide more information for estimating dispersivity
than head observations located in the middle or top third of
the transition zone. The control exerted by the sea, as sim-
ulated by the constant-head boundary condition in Bis-
cayne Bay (Figure 1), probably explains this trend in
sensitivity. Dimensionless-scaled sensitivities near this
boundary are low because the constant heads prevent
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Figure 4. Bar graph of composite-scaled sensitivity for each
experimental simulation.



simulated heads from changing when dispersivity is per-
turbed from an initial value.

Dimensionless-scaled sensitivity of salinity observa-
tions to dispersivity range from +3 to –30 (Figure 5). The
large absolute values in the toe of the transition zone
between fresh water and salt water suggest salinity obser-
vations in this location are most effective for estimating
dispersivity. This evidence is consistent in that the toe of
the transition zone seems most volatile in response to
changing dispersivity values (Figure 6). For example, small
values of dispersivity result in a toe of the transition zone
that moves farther inland. Conversely, large values of dis-
persivity result in a toe of the transition zone that moves
farther seaward. The top third of the transition zone
changes only slightly with different values of dispersivity
because of the control exerted by the sea, represented as a
constant-concentration boundary condition (Figure 1).

Dimensionless-scaled sensitivities of flow observa-
tions to dispersivity range from–400.0 to +0.01 (Figure 5).
In this model, flow observations within ~50 m of the coast-
line are most effective for estimating dispersivity (Figure
7). In other coastal aquifer systems, the distance would
depend on the distance over which flow to the ocean dimin-
ished. This often can be evaluated using temperature sen-
sors or by preliminary flow measurements or modeling.
The large differences in the dimensionless-scaled sensitivi-
ties for the flow observations can be partly explained by the
weights for these observations (recall from Equation 1 that
the square root of the weight, w1/2, is a term in the calcula-
tion of dimensionless-scaled sensitivity). This is illustrated
using flow observations F1, F2, and F3. Table 3 shows that
when dispersivity is increased to 10.1 from the base case
value of 10.0, the magnitude of flow change is about the
same at F1, F2, and F3, meaning that the sensitivity dy/db
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Figure 5. Cross section of dimensionless-scaled sensitivities for dispersivity.



is about the same for each of the three observations. How-
ever, the dimensionless-scaled sensitivity at F2 is much
larger than that at F1 or F3 because of the differences in the
weights for these observations. These differences in the
weights are related to differences in the magnitudes of
observed flows at the three locations. Weights for the flows
were defined using coefficients of variation (equal to 0.3),
which means that each weight is inversely proportional to
the magnitude of the observed flow. For example, the dis-

charge to the sea at F1 is 136,500 m3/d (Table 3), and w1/2

for F1 is thus equal to 1 / (0.3 × 136,500 m3/d) = 0.000024
d/m3. The discharge to the sea at F2 is 1470 m3/d (Table 3),
and w1/2 is thus equal to 1 / (0.3 × 1470 m3/d) = 0.0023
d/m3. Thus, the difference in the w1/2 term for these two
observations is clearly the primary reason for the differ-
ences in the dimensionless-scaled sensitivity.

This analysis of the effect of the weights on the dimen-
sionless-scaled sensitivity values also is applicable when
considering the importance of the different flow observa-
tions in the context of calibrating this model using weighted
least-squares regression. The weighting used would cause
the F2 observation to have a greater influence in the regres-
sion and, thus, a greater influence on the estimated model
parameter values compared to the observations at F1 and
F3.

Although the weights clearly have a large influence on
the relative importance of different flow observations, it is
important to also consider the magnitudes of the changes in
flux in response to a change in dispersivity when determin-
ing flow observation importance. For the five different flow
observations considered in this study, these changes in flux
suggest that observations at, and just landward of, the flow
reversal location are likely to be most important to estimat-
ing dispersivity values.

Observation Types Likely to Be
Important for Estimating Dispersivity

Examining the absolute magnitude of observation
dimensionless-scaled sensitivities to dispersivity can give
some insight into the observation types likely to be most
effective for estimating dispersivity. Figure 5 shows that
salinity observations are always more important than
hydraulic head observations. Flow observations near the
coastline can be effective, but observations too far from
shore are ineffective for estimating dispersivity (Figure 7).
As previously mentioned for this model, flow observations
within ~50 m of the coastline and near the flow reversal
zone appear to be most effective for estimating dispersivity.
In other coastal aquifer systems, the locations of important
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Table 3
Changes in Flow Caused by Changes in the Dispersion Parameter

dsp = 9.9

Flow Observation F1 F2 F3 F4 F5

Flow change ~1% less ~85% less ~2% more ~0.5% more Very small decrease
Direction of flow Discharge to sea Discharge to sea Flow into aquifer Flow into aquifer Flow into aquifer

dsp = 10.0 (base case)

Flow (m3/d) –136,500 –1470 61,780 86,600 84,920
Dimensionless-scaled
sensitivity value –2 –400 –4 –2 0.01

dsp = 10.1

Flow Observation F1 F2 F3 F4 F5

Flow change (%) ~1% more ~85% more ~2% less ~0.5% less Very small increase
Flow change (m3/d) 1220 1250 1080 430 –6
Direction of Discharge Discharge Flow into Flow into Flow into
flow to sea to sea aquifer aquifer aquifer

Figure 6. Cross sections showing the change in the geometry
of the transition zone resulting from changes in the disper-
sivity parameter. The dispersivity parameter equals 15 m in
cross section (a), and 5 m in cross section (b).



flow observations would likely depend on the magnitudes
and variability of fluxes near the coastline.

Parameter Correlation Coefficients
Parameter correlation coefficients for six parameters in

the five experimental simulations were calculated. The
absolute values of the correlations for all parameter pairs
were < 0.85 for all observation sets. The correlation coeffi-
cient for horizontal hydraulic conductivity and regional
ground water flow was 0.84 when salinity observations
(simulation 2) or hydraulic head and salinity observations
(simulation 3) were used.

It is already well established that hydraulic-conductiv-
ity parameters and flow parameters representing, for exam-
ple, recharge or ground water pumpage are correlated when
calibrating a density-independent flow model solely using
hydraulic head observations (Hill et al. 1998; Emsellem
and de Marsily 1971). Therefore, the questions arise as to
whether the hydraulic-conductivity and flow parameters
are correlated in this density-dependent flow model when
using solely hydraulic head observations, and how salinity
observations affect the correlations. That is, are the calcu-
lated correlation coefficients reliably identifying all
extreme parameter correlations in this problem? As previ-
ously mentioned, UCODE computes perturbation sensitiv-
ities that are less accurate than, for example, the derivative
sensitivities computed by MODFLOW–2000. This loss of
accuracy may produce unreliable correlation coefficients.

To test this concern, the model was run again with both
hydraulic-conductivity and flow parameters in Table 1 mul-
tiplied by 100. The simulated heads and salinities in this
additional scenario were the same as those in the baseline
model (Figure 2). This means that if only head and/or salin-
ity observations are available for calibration, these perme-

ability and flow parameters are extremely correlated. In
other words, 100 times more water flowing through a sys-
tem that is 100 times more permeable produces the same
simulated head and salinity results. This is consistent with
the small sensitivity of all observations to porosity (Fig-
ure 4) as follows. Density would only affect the correlation
between the hydraulic conductivity and flow parameters if
the salinities were sensitive to the flow rate. This depen-
dence would be indicated by a sensitivity of salinity to
porosity. The result shown in Figure 4—that the sensitivity
of salinity to porosity is very small relative to its sensitivity
to the other parameters—indicates insensitivity to velocity.

In density-independent models, previous research sug-
gests flow observations are useful for dramatically reduc-
ing extreme correlations between conductivity and flow
parameters (Poeter and Hill 1998; Emsellem and de
Marsily 1971; Barth and Hill in review). Apparently, flow
observations serve the same role in density-dependent
models. As previously mentioned, the correlation coeffi-
cient for hydraulic conductivity and ground water flow was
~0.84 when solely using salinity observations, or using
hydraulic head and salinity observations. The value of these
coefficients changed to–0.17 and 0.79, respectively, when
flow observations were included in simulations 4 and 5.
This suggests flow observations reduce correlation for this
parameter pair. The prior statement is confirmed by results
of running the model with both hydraulic-conductivity and
flow parameters multiplied by 100. In this additional sce-
nario, simulated flows at observation locations were ~100
times larger in absolute value than simulated flows in the
baseline scenario. The hydraulic heads and salinities were
basically the same.

A Short Note on Nonlinearity
This density-dependent flow model was nonlinear with

respect to the dispersivity parameter in the transition zone
between fresh water and salt water. In other words, parame-
ter sensitivities and correlation coefficients changed with
different values for dispersivity. For example, when using
hydraulic head, salinity, and flow observations, while set-
ting the dispersivity parameter equal to 15 m, the composite
scaled sensitivities of effective porosity, ground water flow,
and dispersivity are ~0.887, 27.6, and 9.77, respectively.
When the dispersivity parameter is set equal to 5 m, the
composite scaled sensitivities of effective porosity, ground
water flow, and dispersivity are ~2.28, 16.5, and 58.4,
respectively. The largest change in composite-scaled sensi-
tivity occurred for the dispersivity parameter.

Apparently, the conclusions about preferable observa-
tion locations and types are robust in the presence of the
nonlinearity in dispersivity. Simulations that were run with
the dispersivity parameter set equal to 15 m/d and 5 m/d
support this statement. Despite the dispersivity changes,
dimensionless-scaled sensitivities still suggested that when
estimating dispersivity: (1) hydraulic-head and salinity
observations located in the toe of the transition zone are
most favorable; (2) salinity values provide more informa-
tion than hydraulic-head observations; and (3) flow obser-
vations located just landward of the area where the flow
direction reverses at the bottom of the ocean are most
effective.
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Figure 7. Cross section of the location and dimensionless-
scaled sensitivity of flow observations in relation to ground
water flow directions. 



Conclusions
A sensitivity analysis with a density-dependent ground

water flow simulator was conducted to produce insight and
understanding of salt water intrusion calibration problems.
The approach used here clearly and defensibly shows (1)
the relative importance of various flow and transport para-
meters for reproducing hydraulic head, salinity, and flow
observations, (2) observation locations and observation
types likely to be most effective for estimating a dispersiv-
ity parameter, (3) parameters that may not be uniquely esti-
mated with a given set of observations because of extreme
parameter correlation, and (4) the types of observations that
may reduce correlation between parameter values and
encourage unique estimates. These results were obtained
for the transition zone between fresh water and salt water,
a natural feature of coastal ground water flow systems that
has previously proven to be very difficult to model and
understand. The results apply regardless of how model cal-
ibration is pursued; that is, observations provide the same
amount of information whether using gradient, global
search, or manual trial-and-error methods. The methods
investigated here clearly show the information provided by
observations.

The following more specific conclusions can be drawn
from this study.

1. Dispersivity was a very important parameter for repro-
ducing the distribution of hydraulic head, salinity, and
flow in the transition zone between fresh water and salt
water, as indicated by composite-scaled sensitivities. It
is expected that dispersivity is equally important in
many field investigations.

2. The toe of the transition zone between fresh water and
salt water, and areas near the coastline where subma-
rine ground water discharge occur, are effective loca-
tions for (a) hydraulic head and salinity observations,
and (b) flow observations collected on the ocean bot-
tom with, for example, seepage meters. For layered
systems in which toes occur at the base of multiple per-
meable layers, each of the toe locations is likely to be
important.

3. Salinity observations are more effective than hydraulic
head observations for estimating important dispersiv-
ity parameter values in the transition zone between
fresh water and salt water. For the same purpose, flow
observations located within or near areas of submarine
ground water discharge are most effective. Flow obser-
vations located just landward of the area where the
flow direction reverses at the bottom of the ocean (to
the sea vs. from the sea) appear to be most effective for
estimating important dispersivity parameter values.
Flow observations located farther offshore generally
are not useful.

4. As in density-independent models, flow parameters
and permeability parameters were extremely corre-
lated when calibrating this density-dependent model
solely to hydraulic head and salinity observations.
Adding flow observations perpendicular to the shore-
line in areas where ground water is exchanged with the
ocean reduced the correlation, potentially resulting in
unique estimates of these parameter values.

5. The density-dependent flow model was nonlinear with
respect to the dispersivity parameter. Thus, different
values for dispersivity resulted in different parameter
sensitivities and correlations. However, the conclu-
sions about preferable observation locations and types
were robust in the presence of the nonlinearity in dis-
persivity studied here.
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